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Stories
OpenAl potvrdzuje, Ze ChatGPT nebude pouzivat zdravotné tidaje na tréning modelov

OpenAl oznamilo, Zze zdravotné informacie pouzivatelov nebudud vyuZité na tréning
ChatGPT modelov, ¢im chce zmiernit obavy tykajuce sa ochrany sukromia a citlivych dat.
Spolo¢nost uviedla, zZe data z lekarskych sprav, vysledkov testov alebo inych zdravotnych
zdznamov zaslané do ChatGPT sa nebudu pridavat do tréningovych datasetov ich
jazykovych modelov a nebudu sluzit na zlepSovanie generativnej Al. Informacia prichadza
v kontexte rastucich diskusii o tom, ako su citlivé data spracovavané v Al sluzbach a aké
kontroly by mali existovat na ich ochranu. OpenAl tak explicitne oddelila pouzivanie
zdravotnych Udajov od procesu ucéenia modelov, hoci si pouzZivatelia stale musia byt
vedomi vSeobecnych obmedzeni ochrany sukromia pri zdielani akychkolvek osobnych
informacii s Al nastrojmi.

https://www.bleepingcomputer.com/news/artificial-intelligence/openai-says-chatgpt-wont-use-your-
health-information-to-train-its-models/

Kriticka RCE zranitelnost (CVSS 10.0) ohrozuje platformu n8n a stovky tisic inStancii

Open-source workflow automatizacna platforma n8n varuje pred kritickou
zranitelnostou (CVE-2026-21858) s CVSS skére 10.0, ktorda umoziuje
neautentifikovanym Utoénikom spustit fubovolny kéd na zranitelnych instanciach,
ziskat pristup k suborom, tokenom a potencialne prevziat ich Uplna kontrolu. Tato
chyba, prezyvana ,Ni8mare”, vyplyva z nespravnej validacie vstupov vo webhookoch a
spracovani obsahu, ¢o Uto¢nik moze vyuzit bez potreby prihlasovacich tdajov a
dosiahnut full system compromise. Odhady ukazuju, Ze desiatky tisic internetovo
vystavenych n8n serverov zostavaju zranitelnych, pricom opravna verzia 1.121.0 alebo
novsSia bola vydana v novembri 2025 a uzivatelom sa dérazne odporuca okamzita
aktualizacia. Okrem toho bola rieSend aj dalsSia kriticka RCE zranitelnost (CVE-2026-
21877) v Git node, ktord umoziuje autentifikovanym Gtocnikom spustat neovereny
kdd a kompletne kompromitovat n8n instancie.

https://thehackernews.com/2026/01/n8n-warns-of-cvss-100-rce-vulnerability. html



https://thehackernews.com/2026/01/n8n-warns-of-cvss-100-rce-vulnerability.html

Prompt injection zneuziva funkciu ,Memory"“ v ChatGPT na podvodné odpovede

Vyskumnici upozoriuju na dalSi vektor zneuzitia velkych jazykovych modelov
suvisiaci s funkciou Memory v ChatGPT, ktory moze viest k prompt injection Gtokom
so skrytymi Skodlivymi inStrukciami. Funkcia Memory, ktora si pamata kontext a
predchadzajuce interakcie pouzivatela, moze byt zneuzita tak, Ze utocnik schova
neziaduce prikazy do dlhodobo uloZzenych poznamok alebo do repetitivnych interakcii.
Ked model neskor reaguje na legitimnu poziadavku, méze implicitne vykonat tieto
ukryté prompt-injekcie, ¢o vedie k necakanému a bezpecnostne nevhodnému
spracovaniu textu. Utoky tohto typu obchadzaju bezné ,input sanitization”
mechanizmy, pretoze Skodlivé instrukcie sa nenachadzaju priamo v aktualnom
prompt-e, ale v pamati modelu.

https://www.darkreading.com/endpoint-security/chatgpt-memory-feature-prompt-injection

Zoom Stealer: sSkodlivé prehliadacové rozsirenia zbieraji data z firemnych
videohovorov

Vyskumnici odhalili kampan Skodlivych prehliadacovych rozsSireni zameranu na
ziskavanie citlivych informacii z Zoom videohovorov a suvisiacich pracovnych dat.
Tieto rozSirenia, ktoré sa maskuju ako legitimne nastroje na zlepSenie
pouzivatel'ského zazitku, po instalacii sleduju aktivitu v prehliadaci, zachytavaju obsah
Zoom schodzok, identifikatory meetingov, tokeny relacii a dalSie data suvisiace s
firemnymi stretnutiami. Uto&nici ich nasledne odosielaji na backend server, kde ich
mozu zneuzit na neopravneny pristup k uétom, replay utoky ¢i Sirenie phishingu vo
firemnom prostredi. Kampan zdoéraznuje riziko pouzivania neoverenych rozsireni v
pracovnom prehliadaci.

https://www.bleepingcomputer.com/news/security/zoom-stealer-browser-extensions-harvest-
corporate-meeting-intelligence/




Google najima , Al quality” inzinierov po naraste hallucinacii v Search Al

Google reaguje na pretrvavajuce Al hallucinations v Google Search generovanych
odpovediach zvySenim zamestnancov zameranych vyluéne na kvalitu Al odpovedi.
Tieto chyby, pri ktorych generované vysledky mozu byt nepresné alebo zavadzajlce,
vedu k zlej pouzivatel'skej skusenosti a potencidlne riskantnym situaciam, ked sa
pouzivatelia spoliehaju na automaticky generovany obsah pre rozhodovanie.
Spolo¢nost teda rozsiruje tim ,Al Answers Quality Engineers”, ktori maju monitorovat,
testovat a opravovat nespravne alebo nebezpecné odpovede v reakciach
generovanych Al v ramci vyhladavania. Google zaroven upravuje interné metriky a
procesy, aby zlepsil presnost vystupov a znizil vyskyt halucindcii, pricom doraz kladie
na kombinaciu automatizovanych testov a ludskej spatnej vazby. Tato iniciativa je
sucastou Sirsieho Usilia zlepsit doveryhodnost a spolahlivost Al funkcii v produktoch
Google.

https://www.bleepingcomputer.com/news/microsoft/microsoft-exchange-online-outage-blocks-
access-to-mailboxes-via-imap4/



